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METHOD , DEVICE , AND RECORDING FIGS . 4A and 4B are diagrams illustrating images per 
MEDIUM FOR PROCESSING IMAGE ceived by a user , when a device outputs an original image , 

and when the device outputs a blur compensation image , 
TECHNICAL FIELD according to an embodiment . 

FIG . 5 is a flowchart illustrating a method , performed by 
The present disclosure relates to a method of processing a device , of obtaining a blur compensation image for remov 

an image , a device for processing an image , and a recording ing an afterimage of an image by performing gamma cor 
medium on which a program for performing the method of rection and de - gamma correction , according to an embodi 
processing an image is recorded . FIG . 6 is a diagram illustrating a method , performed by a 

BACKGROUND ART device , of obtaining a blur compensation image for remov 
ing an afterimage of an image by performing gamma cor 

Recently , various techniques for providing images allow rection and de - gamma correction , according to an embodi 
ment . ing users to experience virtual reality ( abbreviated to VR FIGS . 7 and 8 are each a block diagram of a device for hereinafter ) have been developed . These virtual reality expe processing an image , according to an embodiment . rience techniques may be implemented , for example , 

through devices such as head mount displays ( HMDs ) or the BEST MODE 
like , which allow users to experience virtual reality by 
distorting output images through lenses according to fields According to an aspect of the present disclosure , a 
of view of the users . method , performed by a device , of processing an image may 

In devices providing virtual reality , in research into include : for an original image at a particular time point 
improving the quality of output images , various deblurring among a plurality of original images having a sequential 
techniques for removing motion blur have been studied . In relationship in terms of time , determining a cumulative 
particular , according to the related art , deblurring tech- 25 value due to an afterimage of another original image before 
niques , by which motion blur is removed by considering the particular time point ; based on the determined cumula 
trajectories along which cameras have moved , time for tive value and the plurality of original images , obtaining a 
which cameras or objects have moved , or the like , have been plurality of blur compensation images for removing a blur 
studied . However , because existing deblurring techniques do caused by the afterimage ; and outputting the obtained plu 
not consider motion blur generated due to perception char- 30 rality of blur compensation images . 
acteristics of humans , there is a need to conduct research to According to an embodiment , in the method , performed 
solve this issue . by the device , of processing an image , the determining of the 

cumulative value may include determining the cumulative 
DESCRIPTION OF EMBODIMENTS value , based on a value of at least one pixel , which consti 

35 tutes the plurality of original images , and a blur kernel for 
Solution to Problem the eye of a user . 

According to an embodiment , in the method , performed 
by the device , of processing an image , the blur kernel may Provided are a method , a device , and a recording medium be determined based on a weight of each original image for processing an image such that motion blur due to an 40 according to a response speed of visual cells of the user , afterimage is removed by predicting and calculating a cumu when the original image at the particular time point overlaps lative value of the afterimage generated due to perceptual the other original image before the particular time point . characteristics of a user and by processing the image based According to an embodiment , in the method , performed 

thereon . by the device , of processing an image , the determining of the 
Disclosed is a method , performed by a device , of pro- 45 cumulative value may include determining the cumulative 

cessing an image , the method including : for an original value representing the afterimage in the eye of a user , based 
image at a particular time point among a plurality of original on at least one of the movement of the head of the user 
images having a sequential relationship in terms of time , wearing the device or a degree of change in at least one 
determining a cumulative value due to an afterimage of object included in each of the plurality of original images . 
another original image before the particular time point ; 50 According to an embodiment , the method , performed by 
based on the determined cumulative value and the plurality the device , of processing an image may further include 
of original images , obtaining a plurality of blur compensa- tracking the movement of the eye of a user , and the deter 
tion images for removing a blur caused by the afterimage ; mining of the cumulative value may include determining the 
and outputting the obtained plurality of blur compensation cumulative value due to the afterimage of the other original 
images . 55 image before the particular time point , based on a result of 

the tracking of the movement of the eye . 
BRIEF DESCRIPTION OF DRAWINGS According to an embodiment , in the method , performed 

by the device , of processing an image , the plurality of blur 
FIG . 1 is a diagram illustrating motion blur caused by an compensation images may be obtained based on differences 

afterimage in an eye of a user when a device outputs an 60 between the determined cumulative value and the plurality 
image . of original images . 
FIG . 2 is a graph illustrating a comparison of signals According to an embodiment , the method , performed by 

between an image distorted due to an afterimage and an the device , of processing an image may further include : 
actually output image , in a device . obtaining a plurality of gamma correction images by per 
FIG . 3 is a flowchart illustrating a method , performed by 65 forming gamma correction on each of the plurality of 

a device , of processing an image , according to an embodi- original images ; and obtaining a plurality of de - gamma 
ment . correction images by performing de - gamma correction on 

a 
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the obtained plurality of blur compensation images , and the 100 sequentially in time order . The device 100 may output 
determining of the cumulative value may include , for the the plurality of images 11 , 13 , 15 , 17 , and 19 sequentially 
plurality of gamma correction images , determining the from a first image 11 up to a fifth image 19 , according to the 
cumulative value due to the afterimage . movement of the eye of the user . 

According to another aspect of the present disclosure , a Due to perceptual characteristics of the eye of the user , an 
device for processing an image may include : a memory afterimage of a previous image with respect to a currently 
storing a plurality of original images having a sequential output image may affect the currently output image . For 
relationship in terms of time ; at least one processor config- example , referring to FIG . 1 , when the first image 11 , which 
ured to , for an original image at a particular time point is a first - sequence image , is output , a first ' image 21 recog 
among the plurality of original images , determine a cumu- 10 nized by the eye of the user may be the same as the first 
lative value due to an afterimage of another original image image 11. However , when the second image 13 is output 
before the particular time point and , based on the determined from the device 100 , a second ' image 23 , which is blurred 
cumulative value and the plurality of original images , obtain due to an overlap between an afterimage of the first image 
a plurality of blur compensation images for removing a blur 11 previously output and the second image 13 , may be 
caused by the afterimage ; and an output unit outputting the 15 recognized by the eye of the user . 
obtained plurality of blur compensation images . A third ' image 25 , a fourth ' image 27 , and a fifth ' image 

29 recognized by the eye of the user may also suffer from 
MODE OF DISCLOSURE motion blur because the third image 15 , the fourth image 17 , 

and the fifth image 19 respectively overlap afterimages of 
Terms used herein will be briefly described , and then , the 20 previous images , as described above . In particular , because 

present disclosure will be described in detail . afterimages overlapping a current image increase as previ 
Although terms used herein are of among general terms ously output images are accumulated , there is an issue of 

which are currently and broadly used by considering func- deterioration of image quality along with increasing motion 
tions in the present disclosure , these terms may vary accord- blur occurring in an image . 
ing to intentions of those of ordinary skill in the art , 25 Thus , the present disclosure intends to provide a method 
precedents , the emergence of new technologies , or the like . and a device for processing an image , the method and the 
In addition , there may be terms selected arbitrarily by the device allowing deblurring of the image to be performed by 
applicants in particular cases , and in these cases , the mean removing an afterimage due to a previous image with 
ing of those terms will be described in detail in the corre- respect to a currently reproduced image . This will be 
sponding portions of the detailed description . Therefore , the 30 described below in more detail with reference to FIGS . 3 to 
terms used herein should be defined based on the meaning 8 . 
thereof and descriptions made throughout the specification , FIG . 2 is a graph illustrating a comparison of signals 
rather than based on names simply called . between an image distorted due to an afterimage and an 

It will be understood that , throughout the specification , actually output image , in a device . 
when a region such as an element , a component , a layer , or 35 Regarding FIG . 2 , a signal of an image actually output 
the like is referred to as " comprising ” or “ including ” a from a device will be described as a VR display signal 210 , 
component such as an element , a region , a layer , or the like , and a signal distortedly perceived by a user will be described 
the region may further include another component in addi- as an actually perceived signal 220. In addition , to consider 
tion to the component rather than excludes the other com- a compensation direction of the actually perceived signal 
ponent , unless otherwise stated . In addition , the term such as 40 220 , an ideal perception signal 230 will also be described in 

portion ” , “ ... module ” , or the like used comparison with the VR display signal 210 and the actually 
herein refers to a unit for processing at least one function or perceived signal 220 . 
operation , and this may be implemented by hardware , soft- The VR display signal 210 output from the device may be 
ware , or a combination of hardware and software . distorted due to perceptual characteristics of the eye of the 

Hereinafter , embodiments of the present disclosure will 45 user . Referring to FIG . 2 , for each range in which images 
be described in detail with reference to the accompanying having an equal intensity are continuously output from the 
drawings , such that one of ordinary skill in the art is allowed device according to a sample and hold method , it can be 
to readily make implementations thereof . However , it should confirmed that the intensity of a signal increases with being 
be understood that the present disclosure may be embodied closer to an end of each range , due to accumulated afterim 
in various different ways and is not limited to the following 50 ages . That is , it can be predicted that , when an image is 
embodiments . In addition , portions irrelevant to the descrip- output , the occurrence of motion blur becomes severer due 
tion are omitted from the drawings for clarity , and like to the accumulated afterimages . 
components will be denoted by like reference numerals To solve the phenomenon of motion blur , the present 
throughout the specification . disclosure may provide an image processing method , in 
FIG . 1 is a diagram illustrating motion blur caused by an 55 which compensation for motion blur is performed on the VR 

afterimage in the eye of a user when a device 100 outputs an display signal 210 in advance such that the actually per 
image . ceived signal 220 is allowed to correspond to the ideal 
The device 100 may output a plurality of images 11 , 13 , perception signal 230 not suffering from motion blur . Here 

15 , 17 , and 19. Here , an image may be , for example , a frame . inafter , a method , performed by the device , of removing 
However , this is merely an example , and an image may 60 motion blur caused by perceptual characteristics of the eye 
denote a scene unit constituting content such as a moving of the user will be described in detail . 
image . In addition , an image that is output from the device FIG . 3 is a flowchart illustrating a method , performed by 
100 may be projected through a lens , thereby providing a device , of processing an image , according to an embodi 
virtual reality that allows a user to feel like the image is ment . 
output far away from the user . In operation S310 , for an original image at a particular 

Further , it is assumed that the plurality of images 11 , 13 , time point among a plurality of original images having a 
15 , 17 , and 19 shown in FIG . 1 are output from the device sequential relationship in terms of time , the device may 

a 
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determine a cumulative value due to an afterimage of an 3. The following equation is Equation 4 representing the 
original image prior to the particular time point . obtained blur compensation images . 

Herein , an afterimage represents an optical illusion by 
which , even after an image stimulating the eye disappears , 
the image remains in a field of view . 

According to an embodiment , the cumulative value , 
which is generated due to an overlap between an original 
image at a current time point and an afterimage of an 
original image at a previous time point in the eye , may be In Equation 4 , X represents the original image , and h 
determined by the following Equation 1 , based on an origi 10 represents the blur kernel of the eye . In addition , M repre 

sents the size of the blur kernel , and N represents the length nal image and a blur kernel of the eye . of the image . 
In operation S330 , the device may output the obtained 

plurality of blur compensation images . ho Equation 1 
The device according to an embodiment may output the plurality of blur compensation images sequentially in time 

order . Here , the order of the plurality of blur compensation 
hm - 1 images may be the same as the order of the plurality of 

original images . 
0 0 The device may predict an afterimage in the eye of the 

user in advance and output the blur compensation image 
having undergone compensation for the afterimage , thereby 
effectively removing motion blur due to perceptual charac : : : : 
teristics of the user . 

: The device according to an embodiment may be imple 
mented in various forms . For example , the device described 
herein may include , but is not limited to , a cellular phone , a 
smart phone , a laptop computer , a tablet personal computer In Equation 1 , y represents an image perceived by the eye , ( PC ) , an electronic book terminal , a digital broadcasting x represents the original image , and h represents the blur 30 terminal , a personal digital assistant ( PDA ) , a portable kernel of the eye . In addition , M represents the size of the multimedia player ( PMP ) , a navigation system , a smart TV , blur kernel , and N represents the length of the image . Here , a smart car , a consumer electronic ( CE ) machine ( for the blur kernel of the eye may be determined based on a example , a refrigerator , air conditioner , or the like having a 

weight of each original image according to a response speed display panel ) , a head mounted display ( HMD ) , or the like . 
of visual cells of a user when the original image at the FIGS . 4A and 4B are diagrams illustrating images per 
particular time point overlaps another original image that is ceived by a user , when a device outputs an original image , previously output . and when the device outputs a blur compensation image , 

In addition , Equation 1 set forth above may be simplified according to an embodiment . into the following Equation 2 . Referring to FIG . 4A , when the device outputs original 
40 images 410 , 420 , and 430 respectively corresponding to time 

points t - 2 , t - 1 , and t , a result of an overlap between the Equation 2 original image at each time point and an afterimage of a Yn = n ; Xn - i previous image may be recognized by the eye of the user . 
For example , when it is assumed that a current time point 

45 is the time point t , a first original image 410 , a second 
In operation S320 , the device may obtain a plurality of original image 420 , and a third original image 430 may 

blur compensation images for removing a blur caused by the overlap each other while respectively having weights wl , 
afterimage , based on the determined cumulative value and w2 , and w3 , and thus , a result thereof may be recognized . 
the plurality of original images . Here , the weights w1 , w2 , and w3 may have greater values 

The device according to an embodiment may obtain the 50 as a time point is closer to the current time point . Thus , a 
plurality of blur compensation images as a result of per- third recognized image 435 , a second recognized image 425 , 
forming compensation such that the determined cumulative and a first recognized image 415 may respectively have 
value corresponds to the plurality of original images . The decreasing weights in this stated order . 
plurality of original images may be represented based on the As afterimages according to the first original image 410 
following Equation 3 . 55 and the second original image 420 overlap the third original 

image 430 , the user may finally recognize a motion - blurred 
image 440 . 

Equation 3 Referring to FIG . 4B , to remove motion blur , the device Xn = hiXn - i may obtain a plurality of blur compensation images 450 , 
60 460 , and 470 , based on the plurality of original images 410 , 

420 , and 430 , which correspond to the time points t - 2 , t - 1 , 
In Equation 3 , x represents an original image , and h and t described with reference to FIG . 4A , and the cumu 

represents the blur kernel of the eye . In addition , M repre- lative value due to the afterimages in the eye of the user . 
sents the size of the blur kernel , and N represents the length Specifically , the device may calculate the cumulative value 
of the image . The device may obtain the blur compensation 65 by performing a linear discrete convolution on the plurality 
images by performing compensation such that the cumula- of original images 410 , 420 , and 430 and the blur kernel of 
tive value according to Equation 2 corresponds to Equation the eye of the user . 

35 

M - 1 

i = 0 
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In addition , the blur kernel of the eye may be estimated obtain the de - gamma curve by taking a reciprocal of the 
based on the movement of a head , changes between the gamma curve applied in operation S510 . 
plurality of original images 410 , 420 , and 430 , or the like . In operation S550 , the device may output the plurality of 
Further , when an original image overlaps another original de - gamma correction images . 
image that is previously output , the blur kernel of the eye The device according to an embodiment may output the 
may also be determined based on a weight of each original plurality of de - gamma correction images sequentially in 
image according to a response speed of visual cells of the time order . Here , the order of the plurality of de - gamma 

correction images may be the same as the order of the 
When it is assumed that the current time point is the time corresponding original images . 

point t , a first blur compensation image 450 , a second blur The device may predict an afterimage in the eye of the 
compensation image 460 , and a third blur compensation user in advance , and thus , the device may compensate for the 
image 470 may overlap each other while respectively having afterimage and also perform gamma correction and de 
the weights wl , w2 , and w3 , and thus , a result thereof may gamma correction on an image , thereby effectively encoding 
be recognized . In addition , a third ' recognized image 455 , a information in accordance with the nonlinearity of the vision 
second ' recognized image 465 , and a first ' recognized image of the user . 
475 may respectively have decreasing values in this stated FIG . 6 is a diagram illustrating a method , performed by a 
order . device , of obtaining a blur compensation image for remov 
When the device according to an embodiment sequen- ing an afterimage of an image by performing gamma cor 

tially outputs the first blur compensation image 450 , the 20 rection and de - gamma correction , according to an embodi 
second blur compensation image 460 , and the third blur 
compensation image 470 , the afterimage of the previous Referring to FIG . 6 , the device may obtain original 
image may be effectively processed , and thus , the user may images having a sequential relationship in terms of time . The 
recognize a final image 480 from which motion blur is device may select an original image 610 as input data , that 
removed . 25 is , x . 
FIG . 5 is a flowchart illustrating a method , performed by To consider the nonlinearity 615 of the eye of a human , 

a device , of obtaining a blur compensation image for remov- the device may perform gamma correction by applying a 
ing an afterimage of an image by performing gamma cor- gamma curve 620 to the original image 610. In addition , the 
rection and de - gamma correction , according to an embodi- device may obtain a plurality of blur compensation images 
ment . 30 650 , 660 , and 670 from a gamma correction image 630 , 

In operation S510 , the device may obtain a plurality of which has undergone conversion into a linear type 640 
gamma correction images by respectively performing according to the gamma correction , based on a cumulative 
gamma correction on a plurality of original images having a value for a previous image . 
sequential relationship in terms of time . Further , the device may obtain a de - gamma correction 

The device according to an embodiment may perform 35 image 690 , which has undergone conversion into a nonlinear 
gamma correction on the plurality of original images . The type 680 , by applying a de - gamma curve 675 to the obtained 
gamma correction refers to a process of encoding informa- plurality of blur compensation images 650 , 660 , and 670 . 
tion in accordance with the nonlinearity of human vision . As described above , the device may output a plurality of 
The human vision nonlinearly responds to brightness images , to which the gamma correction , the blur compen 
according to Weber's law . For this reason , when the bright- 40 sation , and the de - gamma correction have been sequentially 
ness of light is linearly recorded , posterization may occur . applied in this stated order , thereby further improving the 
Thus , to prevent the deterioration of image quality , the quality of the images . 
device may perform gamma correction for encoding infor- FIGS . 7 and 8 are each a block diagram of a device 700 
mation in accordance with the nonlinearity of human vision . for processing an image , according to an embodiment . 

In operation S520 , for each of the plurality of gamma 45 As shown in FIG . 7 , the device 700 according to an 
correction images , the device may determine a cumulative embodiment may include an output unit 710 , at least one 
value due to the afterimage in the eye of the user . processor 720 , and a memory 730. However , not all the 

For example , the device may determine the cumulative illustrated components are necessary components . The 
value for each of the plurality of gamma correction images , device 700 may be implemented by more components than 
based on Equation 1. Here , when a gamma correction image 50 the illustrated components , or the device 700 may also be 
is input to x in Equation 1 , the cumulative value for the implemented by less components than the illustrated com 
gamma correction image may be determined . ponents . 

In operation S530 , the device may obtain a plurality of For example , as shown in FIG . 8 , the device 700 accord 
blur compensation images , based on the determined cumu- ing to an embodiment may further include a sensing unit 
lative value and the plurality of gamma correction images . 55 740 , a user input unit 750 , an audio / video ( A / V ) input unit 

The device according to an embodiment may obtain the 1060 , and a communication unit 770 in addition to the 
plurality of blur compensation images as a result of per- output unit 710 , the at least one processor 720 , and the 
forming compensation such that the determined cumulative memory 730 . 
value corresponds to the plurality of gamma correction Hereinafter , the components set forth above will be 
images . 60 described one by one . 

In operation S540 , the device may obtain a plurality of The output unit 710 is for outputting audio signals or 
de - gamma correction images by performing de - gamma cor- image signals and may include a display unit 711 and a 
rection on the obtained plurality of blur compensation sound output unit 712 . 
images . The display unit 711 displays and outputs information 
The device according to an embodiment may determine a 65 processed by the device 700. For example , the display unit 

de - gamma curve based on information about a gamma curve 711 may output a plurality of blur compensation images 
used for the gamma correction . For example , the device may generated by the at least one processor 720 . 
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When the display unit 711 and a touch pad form a layer The memory 730 may include at least one of a flash 
structure and thus constitute a touch screen , the display unit memory type storage medium , a hard disk type storage 
711 may also be used as an input device in addition to being medium , a multimedia card micro type storage medium , 
used as an output device . The display unit 711 may include card type memory ( for example , Secure Digital ( SD ) 
at least one of a liquid crystal display , a thin film transistor- 5 memory , eXtreme Digital ( XD ) memory , or the like ) , ran 
liquid crystal display , an organic light - emitting diode dis- dom access memory ( RAM ) , static random access memory 
play , a flexible display , a 3 - dimensional ( 3D ) display , or an ( SRAM ) , read - only memory ( ROM ) , electrically erasable 
electrophoretic display . In addition , the device 700 may programmable read - only memory ( EEPROM ) , program 
include two or more display units 711 according to an mable read - only memory ( PROM ) , magnetic memory , a 
implementation type of the device 700. Here , the two or 10 magnetic disk , or an optical disk . In addition , the device 700 
more display units 711 may be arranged to face each other may operate web storage or a cloud server , which performs 

a storage function of the memory 730 , on the Internet . by using a hinge . The programs stored in the memory 730 may be classified The sound output unit 712 outputs audio data received into a plurality of modules , for example , a user interface ( UI ) 
from the communication unit 770 or stored in the memory 15 module 731 , a touch screen module 732 , and the like , 
730. In addition , the sound output unit 712 outputs a sound according to functions thereof . 
signal related to a function ( for example , a call signal The UI module 731 may provide a specialized UI , a 
receiving sound , a message receiving sound , or a notification graphics user interface ( GUI ) , or the like interworking with 
sound ) performed by the device 700. The sound output unit the device 700 , on an application basis . The touch screen 
712 may include a speaker , a buzzer , or the like . 20 module 732 may sense a touch gesture of the user on a touch 
The at least one processor 720 generally controls overall screen and may transfer information about the touch gesture 

operations of the device 700. For example , the at least one to the at least one processor 720. The touch screen module 
processor 720 may take overall control of the output unit 732 according to an embodiment may recognize and analyze 
710 , the sensing unit 740 , the user input unit 750 , the A / V a touch code . The touch screen module 732 may be config 
input unit 760 , the communication unit 770 , and the like by 25 ured by separate hardware including a controller . 
executing programs stored in the memory 730 . To sense a touch or a proximity touch with respect to the 

The at least one processor 720 may determine a cumula- touch screen , various sensors may be arranged inside or near 
tive value for an original image at a particular time point the touch screen . An example of a sensor for sensing a touch 
among a plurality of original images , the cumulative value with respect to the touch screen includes a tactile sensor . The 
being due to an overlap with an afterimage of another 30 tactile sensor refers to a sensor sensing a contact with a 
original image before the original image at the particular particular object to an extent felt by a human or to a higher 
time point . In addition , the at least one processor 720 may extent . The tactile sensor may sense various pieces of 
obtain a plurality of blur compensation images for removing info tion , such as roughness of a co act irface , hard 
a blur caused by the afterimage , based on the determined ness of a contact object , and a temperature of a contact point . 
cumulative value and the plurality of original images . In addition , an example of a sensor for sensing a touch 

The at least one processor 720 according to an embodi- with respect to the touch screen includes a proximity sensor . 
ment may determine the cumulative value , based on a value The proximity sensor refers to a sensor detecting an object 
of at least one pixel constituting the plurality of original approaching a certain detection surface or the presence or 
images and a blur kernel for the eye of a user . Here , the blur not of an object in the vicinity thereof , without mechanical 
kernel may be determined based on a weight of each original 40 contact , by using force of an electromagnetic field or using 
image according to a response speed of visual cells of the an infrared ray . Examples of the proximity sensor include a 
user when the original image at the particular time point transmission type photoelectric sensor , a direct reflection 
overlaps the previous original image . type photoelectric sensor , a mirror reflection type photoelec 

The at least one processor 720 may determine the cumu- tric sensor , a high - frequency oscillation type proximity 
lative value representing the afterimage in the eye of the 45 sensor , a capacitive proximity sensor , a magnetic proximity 
user , based on at least one of the movement of the head of sensor , an infrared proximity sensor , and the like . The touch 
the user or a degree of change in at least one object included gesture of the user may include tap , touch and hold , double 
in each of the plurality of original images . tap , drag , panning , flick , drag and drop , swipe , or the like . 

In addition , the at least one processor 720 may determine The sensing unit 740 may sense at least one of a state of 
the cumulative value , which represents the afterimage in the 50 the device 700 , a state around the device 700 , or a state of 
eye of the user , for the other original image before the the user wearing the device 700 and may transfer sensed 
original image at the particular time point , based on a result information to the at least one processor 720 . 
of tracking the movement of the eye . The sensing unit 740 according to an embodiment may 
The at least one processor 720 according to an embodi- track the movement of the user wearing the device 700. For 

ment may obtain a plurality of gamma correction images by 55 example , the sensing unit 740 may measure the movement 
performing gamma correction on each of the plurality of of the head of the user wearing the device 700. In addition , 
original images . In addition , the at least one processor 720 the sensing unit 740 may track the movement of the eye of 
may determine the cumulative value , which represents the the user . 
afterimage in the eye of the user , for the plurality of gamma The sensing unit 740 may include , but is not limited to , at 
correction images . Furthermore , the at least one processor 60 least one of a geomagnetic sensor 741 , an acceleration 
720 may obtain a plurality of de - gamma correction images sensor 742 , a temperature / humidity sensor 743 , an infrared 
by performing de - gamma correction on the obtained plural- sensor 744 , a gyroscope sensor 745 , a position sensor ( for 
ity of blur compensation images . example , a GPS ) 746 , a barometric pressure sensor 747 , a 
The memory 730 may store programs for processing and proximity sensor 748 , or an RGB sensor ( illuminance sen 

control performed by the at least one processor 720 and may 65 sor ) 749. Because a function of each sensor may be intui 
store input / output data ( for example , pixel values of tively inferred from the name thereof by one of ordinary skill 
images ) . in the art , descriptions thereof will be omitted . 
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The user input unit 750 refers to a means for the user to alone or in combination . The program instructions recorded 
input data for controlling the device 700. For example , the on the computer - readable medium may be designed and 
user input unit 1100 may include , but is not limited to , a key configured specially for the present disclosure or may be 
pad , a dome switch , a touch pad ( a touch capacitive type , a known to and used by those of ordinary skill in the art . 
pressure resistive type , an infrared beam sensing type , a 5 Examples of the computer - readable medium may include 
surface acoustic wave type , an integral strain gauge type , a magnetic media such as a hard disk , a floppy disk , and 
piezoelectric type , or the like ) , a jog wheel , a jog switch , or magnetic tape , optical media such as CD - ROM and a digital 
the like . versatile disk ( DVD ) , magneto - optical media such as a 

The user input unit 750 may receive a user input . In floptical disk , and hardware devices such as ROM , RAM , 
addition , the user input unit 750 may receive a user input 10 and flash memory , which are specially configured to store 
selecting at least one of items displayed on a sensing region and execute the program instructions . Examples of the 
of each of a plurality of sensors , by interworking with the UI program instructions include machine language codes such 
module 731. However , this is merely an example , and the as those made by a compiler , and high - level language codes 
type of the user input received by the user input unit 750 is executable by a computer by using an interpreter or the like . 
not limited to the example set forth above . Heretofore , while the embodiments of the present disclo 

The A / V input unit 760 is for inputting an audio signal or sure have been described in detail , the scope of the present 
a video signal and may include a camera 761 , a microphone disclosure is not limited thereto , and it should be understood 
762 , and the like . The camera 761 may obtain an image that various changes and modifications , which may be made 
frame of a still image , a moving image , or the like through by those of ordinary skill in the art based on the basic 
an image sensor in a video call mode or a shooting mode . An 20 principles of the present disclosure as defined in the 
image captured through the image sensor may be processed appended claims , also fall in the scope of the present 
by the at least one processor 720 or a separate image disclosure . 
processing unit ( not shown ) . The invention claimed is : 

The image frame processed by the camera 761 may be 1. A method , performed by a device , of processing an 
stored in the memory 730 or may be transmitted to the 25 image , the method comprising : 
outside of the device 700 through the communication unit for an original image at a particular time point among a 
770. Two or more cameras 761 may be provided according plurality of original images having a sequential rela 
to a configuration of the device 700 . tionship in terms of time , in case that the original image 

The microphone 762 receives an external sound signal overlaps other original images , determining a weight of 
that is input thereto and processes the sound signal into 30 each of the plurality of original images according to a 
electrical sound data . For example , the microphone 762 may response speed of visual cells of a user to an afterim 
receive a sound signal from an external device or a speaker . age ; 
The microphone 762 may use various noise cancelling determining a blur kernel for an eye of the user to the 
algorithms for removing noise generated during the recep- afterimage based on the weight of each of the plurality 
tion of the external sound signal . of original images ; 

The device 700 according to an embodiment may further determining a cumulative value due to the afterimage of 
include a lens ( not shown ) . The user of the device 700 may the other original images before the particular time 
sense an image that is output from the display unit 711 , point based on a value of at least one pixel constituting 
through the lens . the plurality of original images and on the blur kernel ; 

The communication unit 770 may include at least one 40 based on the determined cumulative value and the plu 
component allowing communication between the device rality of original images , obtaining a plurality of blur 
700 and an external device ( for example , a head - mounted compensation images for removing a blur caused by the 
display ( HMD ) ) . For example , the communication unit 770 afterimage ; and 
may include a short - range wireless communication unit 771 outputting the obtained plurality of blur compensation 
and a mobile communication unit 772 . images , 

The short - range wireless communication unit 771 may wherein a signal perceived by a user by the afterimage 
include , but is not limited to , a Bluetooth communication generated according to outputting of the plurality of 
unit , a Bluetooth Low Energy ( BLE ) communication unit , a blur compensation images corresponds to an ideal 
near field communication unit , a wireless local area network perception signal of an image removed the blur caused 
( WLAN ) ( Wi - Fi ) communication unit , a Zigbee communi- 50 by the afterimage . 
cation unit , an Infrared Data Association ( IrDA ) communi- 2. The method of claim 1 , wherein the determining of the 
cation unit , a Wi - Fi Direct ( WFD ) communication unit , an cumulative value comprises determining the cumulative 
ultra wideband ( UWB ) communication unit , an Ant + com- value representing the afterimage in the eye of the user , 
munication unit , or the like . based on at least one of a movement of a head of the user 

The mobile communication unit 772 transmits a radio 55 wearing the device or a degree of change in at least one 
signal to and receives a radio signal from at least one of a object comprised in each of the plurality of original images . 
base station , an external terminal , or a server on a mobile 3. The method of claim 1 , further comprising tracking a 
communication network . Here , the radio signal may include movement of the eye of the user , 
various types of data according to transmission and recep- wherein the determining of the cumulative value com 
tion of a voice call signal , a video call signal , or a text / 60 prises determining the cumulative value due to the 
multimedia message . afterimage of the other original images before the 

The method according to an embodiment of the present particular time point , based on a result of the tracking 
disclosure may be implemented in the form of program of the movement of the eye . 
instructions that may be performed by various computer 4. The method of claim 1 , wherein the plurality of blur 
means and thus may be recorded on a computer - readable 65 compensation images are obtained based on differences 
medium . The computer - readable medium may include pro- between the determined cumulative value and the plurality 
gram instructions , data files , data structures , or the like , of original images . 
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5. The method of claim 1 , further comprising : an output unit outputting the obtained plurality of blur 
obtaining a plurality of gamma correction images by compensation images , 

performing gamma correction on each of the plurality wherein a signal perceived by the user by the afterimage of original images ; and generated according to outputting of the plurality of obtaining a plurality of de - gamma correction images by 5 blur compensation images corresponds to an ideal performing de - gamma correction on the obtained plu 
rality of blur compensation images , perception signal of an image removed the blur caused 

wherein the determining of the cumulative value com by the afterimage . 
prises , for the plurality of gamma correction images , 8. The device of claim 7 , wherein the at least one 
determining the cumulative value due to the afterim- processor is configured to determine the cumulative value 
age . representing the afterimage in the eye of the user , based on 

6. A non - transitory computer - readable recording medium , at least one of a movement of a head of the user wearing the 
on which a program for performing , by a computer , the device or a degree of change in at least one object comprised 
method of claim 1 . in each of the plurality of original images . 7. A device for processing an image , the device compris 9. The device of claim 7 , further comprising a sensing unit ing : 
a memory storing a plurality of original images having a configured to track a movement of the eye of the user , 

sequential relationship in terms of time ; wherein the at least one processor is configured to deter 
at least one processor configured to : mine the cumulative value due to the afterimage of the 

for an original image at a particular time point among other original images before the particular time point , 
the plurality of original images , in case that the 20 based on a result of the tracking of movement of the 
original image overlaps other original images , deter eye . 

mine a weight of each of the plurality of original 10. The device of claim 7 , wherein the plurality of blur 
images according to a response speed of visual cells compensation images are obtained based on differences 
of a user to an afterimage , between the determined cumulative value and the plurality 

determine a blur kernel for an eye of the user to the 25 of original images . 
afterimage based on the weight of each of the 11. The device of claim 7 , wherein the at least one 
plurality of original images , processor is further configured to : 

determine a cumulative value due to the afterimage of obtain a plurality of gamma correction images by per 
the other original images before the particular time forming gamma correction on each of the plurality of 
point based on a value of at least one pixel consti- 30 original images ; for the plurality of gamma correction 
tuting the plurality of original images and on the blur images , 
kernel , and determine the cumulative value due to the afterimage ; and 

based on the determined cumulative value and the obtain a plurality of de - gamma correction images by 
plurality of original images , obtain a plurality of blur performing de - gamma correction on the obtained plu 

rality of blur compensation images . compensation images for removing a blur caused by 35 
the afterimage ; and 
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